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Abstract

This paper reports on the development and implementation of a computer package to assist senior and middle managers in schools, and individual classroom teachers, to carry out diagnostic and other analyses of test-outcome data. An initial development phase included the use of a questionnaire sent to a random sample of schools, supplemented by focus groups of principals and other key users in both primary and secondary schools. From the needs identified in this initial phase, a specification for the software was produced, which included a variety of aggregate analyses, as well as differential-item-functioning (DIF), and diagnostic plots based on Gutman scaling and Sato’s Student-Problem (S-P) technique. The software was then developed and piloted in a selection of schools using the outcomes from the national tests in mathematics and science taken by all 14-year-olds in England and Wales. Only one quarter of the schools selected actually chose to try out the software, but almost all of those that did so found the analyses useful, and planned to use the software in subsequent years. The software was made available to all schools in the country in the following year.

Background

From 1992 to 1997 the School Curriculum and Assessment Authority (SCAA) was the government agency responsible for the development of national curriculum tests for 7, 11 and 14 year-olds (the end of each of the first ‘key stages’ of education) in England. In January 1995, SCAA commissioned the School of Education at King’s College London to investigate ways in which the data from these national tests, and the accompanying assessments made by teachers, could be presented in ways that would be useful to school principals, senior managers and teachers. More specifically, the purpose of the work was “to investigate ways of obtaining and presenting information from the national curriculum tests at key stages 1-3 […] which will be of use to schools.”

Because of the open-ended nature of the investigation, it was decided to begin the work with ‘focus-group’ meetings, rather than interviews or questionnaires, since focus groups are becoming increasingly accepted within educational research as a useful tool in the investigation of ill-structured problems (Vaughn, Schumm and Sinagub, 1996). Because of the very substantial differences in structure, organisation and expertise, separate focus groups were held for practitioners working in primary schools and in secondary schools.

In developing this work, we were aware of a strong tradition of ‘error analyses’ that have frequently been conducted on the results of particular tests or examinations. These range from the informal ‘Chief Examiner’s report’ which present the overall impressions of those responsible for the administration of the assessment at one extreme to sophisticated item-response analyses at the other. These analyses can be viewed as combining the richest data on items with the coarsest data on students. However, these kinds of analyses must be re-designed for each assessment, and are probably beyond the scope of most practitioners to carry our for themselves.

We were also aware of work at the other extreme in the tradition of school effectiveness (in effect using coarse data on items combined with rich data on individuals) which provided highly specific and contextualised information about the performance of the school, but which was relatively coarse-grained. Furthermore, the kinds of factors relevant to most ‘value-added’ measures are factors over which schools have relatively little control. 

Therefore, in order to bridge the gap between the two extremes, we decided that emphasis should be given to those analyses that were:

a) relevant to the particular circumstances of the school, and 

b) related to factors that were within the schools’ capacity to influence.

The selection of these as priorities were strongly endorsed at the meetings with ‘focus groups’ of teachers.

Of course the requirement that results are relevant to the particular circumstances of the school does not rule out the use of national normative data—indeed, many results are only meaningful when they are compared with national or other normative data.

At first sight, it may appear that there are results that appear to require no normative information for their interpretation. For example, if we discover that a particular student has consistently failed to demonstrate a particular skill in the tests, then we do not need to know the results of her peers to ‘make sense’ of this data. But of course, this data is only interesting if it is something that we might have expected the student to be able to do—“lurking behind the criterion-referenced evaluation, perhaps even responsible for it, is the norm-referenced evaluation” (Angoff, 1974 p4).

In many of the discussions held with teachers, it was clear that teachers were not comfortable with the word ‘comparison’ as a description, and so, both in the questionnaires and the samples of possible analyses, the word has sometimes been avoided. This should not blind us to the fact that, ultimately, all meaningful information has a comparative or normative element.

However, in order to keep the logistics of the preparation of the analysis software to a reasonable level of complexity, the only external normative data that was considered for this project are results from the national cohort (rather than data from the school district, or data from similar schools derived as a result of some ‘matching’ process).

The development of the analyses

As part of the general preparatory work, a literature search generated many possible approaches to the analysis and presentation of test results, and these were developed and discussed in informal meetings with principals and other senior staff in schools.

During these informal discussions, a great deal of concern was expressed by teachers that the kinds of information that the schools would find most useful would also be the most sensitive information. It became very clear that schools would rather forgo information, no matter how potentially useful it might be, if the school did not have total control over who had access to such data. For this reason, the possibility of schools sending data to a bureau of some kind for analysis was considered much less attractive than a software package that would be provided for the school to make use of in whichever way it chose. Because of the strength of feeling that was evident on this matter, it was decided at an early stage in the development that the bureau option was not viable.

One immediate benefit of this decision was that the nature of the project became much simpler to describe to teachers. Almost all the concerns and negative reactions that had been elicited in earlier meetings with teachers were obviated when it was made clear that the project brief was, essentially, to devise a specification for software that would be supplied to schools, for the schools to use (or not use!) as they saw fit.

Because of the very different data-collection needs of whole-subject score analyses and item-level analyses, it was decided to distinguish clearly between the two kinds of analyses in the development.

Whole-subject analyses

It was clear from informal visits to schools as part of this project that many schools had been developing their own ways of displaying the results of national curriculum tests, principally through the use of spreadsheet packages such as Microsoft’s Excel. The most popular methods of presenting results were in the form of bar-charts, and while these have considerable visual impact, drawing inferences from them can be difficult. For example, consider the barchart shown in figure 1, which shows the levels of achievement of 14-year-old students in English, reported on the eight-point scale used for reporting national curriculum test results.

[image: image1.wmf]Figure 1: Barchart of English results over three years

This barchart shows a clear improvement over time at levels 7 and 3, a slight decrease at level 6, and a mixed trend at level 4. The proportion of students awarded level 2 has been decreasing steadily, but this is presumably due to increasing numbers of students achieving higher levels. Seeing any consistent trends in data presented in this form is very difficult. and the solution is, of course, to use cumulative frequency graphs. However, traditional cumulative frequency graphs, which show the proportion of students achieving up to a given level have the disadvantage that a cumulative frequency polygon that represents better overall performance will lie below one showing worse performance. Since almost everyone has a natural tendency to interpret graphs with ‘higher meaning better’, such a graph would be misleading, and working out why the lower of two cumulative frequency graphs represents the better performance appears to be conceptually quite difficult.

An alternative approach that we developed for the purposes of this project was therefore to draw a ‘reverse cumulative frequency graph’, which instead of displaying the proportion achieving no more than a given level (going from 0% to 100%), begins at 100% and ‘discumulates’ by looking at the proportion achieving at least a given level. Figure 2 displays the same data shown in figure 1 but as a reverse cumulative frequency graph. From figure 2 it is clear that performance at the school has been increasing consistently at all levels, apart from at level 4, where there has been no change.

[image: image2.wmf]
Figure 2: Reverse cumulative frequency graph of English results over three years

Reverse cumulative frequency graphs therefore give a less misleading display of results than conventional cumulative frequency graphs and bar-charts. However, in view of the widespread existing use of barcharts, it was decided that any software that was eventually produced should be capable of presenting data in both forms (ie reverse cumulative frequency graphs and bar-charts). In view of their potential for misleading, traditional cumulative frequency graphs should not be supported.

The kinds of comparisons of overall results that were identified as of interest were:

• comparisons of the attainment of a school cohort with the national cohort in a particular subject;

• comparison of the attainment of a school cohort in a particular subject with that of previous years;

• comparison of the attainment of the school cohort in different tested subjects; and

• comparison of the attainment of boys and girls in the school cohort in each tested subject.

Comparison of the attainment of boys and girls in particular was frequently mentioned by staff in schools as a priority but these raw test results are often difficult to interpret. For example the fact that boys’ results in mathematics in a particular school are better than those of girls is not necessarily evidence of bias, but could be caused by differences in the initial achievements of boys and girls going to that school.

However, more meaningful comparisons of males and females are possible if the assessment systems combines both internal (ie school-derived) and external (eg test-based) components because we can then focus instead on the differences between external and internal results for females and males. There may not be any reason for us to assume that the males’ mathematics results in a school should be the same as those of females, nor to assume that the internal component score should be the same as that on the external component, especially because these two components are generally not measuring exactly the same constructs. However, if there marked dissimilarities between the external-internal differences for males and females, then this would be a cause for concern. In the same way, we might expect the external-internal difference to be the same across ethnic minorities, across students with and without special needs, and across different teachers, and any marked dissimilarities might suggest fruitful avenues for further investigation by the school.

The difficulty with such analyses is that the grade-scales used typically in school settings are quite coarse—it is comparatively rare to find a scale as fine as the eight-level scale used in England. However, these scales are typically the result of the discretisation of an underlying continuous distribution—it is very rare that levels or grades are assumed to related to qualitative differences between kinds of performance. External components are typically marked on a continuous score scale, with cut-scores being set to determine grades or levels, and where it is possible to treat internal and external components as approximately continuous, more interesting analyses become available.

Figure 3 displays the result of a comparison of external and internal components scored on a continuous scale by means of a dot plot. Such displays give a clear idea of the range in the data, and were popular with users because of their immediate impact, but the actual extent of the dispersion, and central tendency (eg mean, median) are more difficult to discern. A better method of displaying the data is the box plot (Tukey, 1977) shown in figure 4. In a boxplot, the box itself covers those data between the 25th and 75th percentiles and the line in the middle of the box represents the median. The ‘whiskers’ are designed to include about 99% of the data (where the data is normally distributed), and those values beyond the whiskers are shown as individual outliers. Although many people find them difficult to interpret at first, once the conventions of the representation are understood they provide a wealth of information rapidly.
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Figure 3: Dotplot of the difference between internal score and external score 
(internal-external) in mathematics for females and males
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Figure 4: Boxplot of the difference between internal score and external score 
(internal-external) in mathematics for females and males

Side-by-side dotplots and boxplots such as those shown in figures 3 and 4 are not, of course, restricted to two categories, and there is considerable scope for schools to devise their own analyses, 

Comparisons between subjects and classes

One of the analyses requested by senior managers was the ability to compare results between subjects, despite the difficulties in interpreting such comparisons (see, for example, Wood, 1976/1987). For example, in 1994 at key stage 1, the average English level across the country was slightly higher than the average mathematics level, while at key stage 3, the average English level was slightly lower than the average mathematics level. Nevertheless, we would expect the differences between (say) the mathematics level and (say) the English level to be comparable across different classes. At first sight this would appear to offer a potentially useful management tool for evaluating the relative effectiveness of teachers, at least in secondary schools. If the levels in mathematics were, on average, across the year-group, 0.2 of a level higher than those for English, but for one particular mathematics class were (say) 0.5 higher, this would suggest that the mathematics teacher had been particularly effective.

In order to investigate the feasibility of such analyses, a variety of simulations were conducted, in which a simulated school cohort of 120 14-year-old students with ‘true’ levels in English, mathematics and science confounded with teaching-group effects was generated. The mathematics and science groups were assumed to be taught in homogenous ability classes (sets) while the English classes were taught in mixed-ability classes (the prevailing model in English schools at present). The resulting pattern of set allocation, with most students taught in the same set for science as for mathematics is consistent with other research on setting in schools (see for example, Abraham, 1989).

The data was modelled so as to give distributions of attainment as found in the 1994 national tests for 14-year-olds (Department for Education, 1994), and inter-subject correlations as found in the 1991 national pilot of national curriculum assessments (rEM = 0.67, rES = 0.71, rMS = 0.78). The students were allocated to teaching groups for mathematics and science based on a test with a reliability of 0.8 and were assumed to be taught in mixed-ability classes for English. Teacher effects were then built in, equating to ‘effect sizes’ (Hunter & Schmidt, 1991) of up to 0.7 of a standard deviation (these are extremely large effects, and much larger than would be expected in any real teaching situation).

Despite the unrealistically large teacher effects used in the simulations, it was impossible to recover statistically significant absolute (as opposed to relative) teacher effects, due largely to the extent of the overlap in set allocation between science and mathematics. Given the apparently insuperable technical difficulties of such analyses, combined with their political sensitivity, no further work was done on these types of comparisons. 

Analyses involving sub-domain scores

All the analyses discussed so far have used whole-subject scores. Finer distinctions in the test levels essentially involve collecting data on individual items, although these items can often be grouped to form sub-scales, relating to sub-domains of the original domains (in the way that ‘Mathematics’ can be divided into arithmetic, algebra, geometry, etc. or ‘English’ can be sub-divided into speaking, listening, writing, and reading). 

Distributions of raw attainment target levels for different classes in the school can provide some useful information, but if widespread use is made of ability grouping (as is the case in England and Wales, particularly in mathematics and science), comparisons between classes can be difficult to interpret. If, however, the differences between the overall domain score and the score in each sub-domain score (normalised, if necessary to be on the same scale), then potentially much more revealing information is provided.

For example, figure 5 below shows a situation in which, for sub-domain 5 (in this particular case, statistics and probability), the levels achieved in each teaching group are at (in the case of group 1) or below the overall domain score. If this were an internal component, this could mean that the requirements for the sub-domain are being interpreted too harshly, or it could mean that the performance of students in this sub-domain is below what might be expected, given their performance in the other domains. For this particular school, therefore, it might be profitable to investigate how (if at all) their teaching of and standards in this topic differs from the others. A complementary display of the same data (figure 6) presents the results for different sub-domains together, for each teaching group, which draws attention to the fact that (for example) attainment in sub-domain 3 is relatively high in group 1 and relatively low in group 4, but that the reverse is true for sub-domain 4. Such data may indicate where in their schools teachers might look for advice about teaching certain topics.

Summary results for individual students

A concern voiced particularly strongly by primary school teachers was that some form of adjustment for the age of a student should be possible. Many instances were cited of children who achieved a standard below that of their class but who were a year or two younger than the rest of the class. Teachers felt that just to report this, without acknowledging that it was a satisfactory achievement given the student’s age, could create a misleading impression. However, if, as is increasingly the case around the world, an assessment system is intended to support criterion-referenced inferences, it would be inappropriate to adjust individual grades, since the grades are presumably meant to describe achievement rather than potential. An alternative is to use grades or levels for reporting achievement, but to report, alongside the level achieved, an age-equivalent score.

Conceptually, this is quite straightforward, and there exists a well developed technology for the production of age norms for standardising tests. However, as Wiliam (1992) showed, tests vary quite markedly in the extent to which the spread of achievement within the cohort increases with age and this variation can be marked even for different tests of the same subject. For example, in the Suffolk Wide-Span Reading Test, the standard deviation of achievement is about three years for students from the ages of 7 to the age of 12, whereas in other tests, the standard deviation increased reasonably steadily with age. In some tests, the standard deviation of the attainment age was one fifth of the chronological age, and in others it was more than one-third of the chronological age (Wiliam, 1992).
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Figure 5: Analysis of sub-domain score with domain score by sub-domain and by teaching group
[image: image6.wmf]
Figure 6: Analysis of sub-domain score with domain score by teaching group and by sub-domain 
The sensitivity of these kinds of analyses is confirmed in the evidence from a study undertaken by NFER (1995) which investigated standardised scores at KS1 for the levels 2-3 mathematics test, the level 2-3 spelling test and the level 3 reading comprehension test. In the level 3 reading comprehension test, the standard deviation corresponds to about two years’ development for the average child, while in the levels 2-3 mathematics test, it was approximately 1.5 years, and in the spelling test, only one year. Furthermore, as Schulz and Nicewander (1997) have shown, even the presence of increasing-variance effects can be the result of the metrics used. The volatility of these results suggests that if standardised scores are to be provided for ‘open’ tests, they will need to be derived anew for each new test.

Item analyses

None of the analyses discussed so far require candidates’ scores on individual items to be entered into a computer. All the foregoing analyses can therefore be conducted with very little extra effort, but have little diagnostic value, which was identified as a priority by many teachers during informal consultations. If individual item scores are available for each individual, then a considerable range of analyses with formative and diagnostic value are possible.

Where items are marked as either right or wrong (dichotomous items) the most common item analysis has been a straightforward facility index for each item—an indication of the proportion of students getting the item correct. Where facility indices are available both for the school (or class) and the national cohort, teachers can compare their classes’ performance across different items with those of the national cohort. 

Unfortunately, facilities become very difficult to interpret where there is a selective entry to a test. If the facility in the national cohort of a particular item is 50% and a particular school finds that its cohort has a facility for that same item of only 30%, then one can not necessarily conclude that the school needs to pay more attention to that particular topic. It could merely signify that the school was more lenient in its entry policy so that the students taking the test in that school were from a broader achievement than in the national cohort. This variability of sampling is, of course, also why ‘pass rates’ are almost meaningless as measures of academic achievement, telling us much more about entry policies than the candidates’ abilities.

There are many solutions to this difficulty. One is to make assumptions about the rate at which students not entered would have answered items if they had taken them. This process of ‘imputing’ an individual’s performance can be done on the basis of a theoretical model, such as item-response modelling, or by the use of empirical techniques which use ‘anchor items’ from the overlapping levels. Whatever approach is used, there will be difficulties in the interpretation of the data, and therefore, it appears more prudent to use a relatively straightforward method, and to urge caution in the interpretation of its results.

While in the majority of tests, items are marked dichotomously, many constructed response tests are scored polytomously, with anything from 2 marks (ie 0, 1 or 2) to twenty or thirty marks being awarded. Analyses that are appropriate only for dichotomously scored items can generally be used with such items only by setting a threshold score for a polytomous item, and then regarding students achieving this threshold as getting the item right, and those who do not as getting it wrong. However it is important to note that when such dichotomising procedures are used, the proportion of ‘correct’ answers does not relate in any simple way to the traditional notion of ‘facility’, and the actual patterns derived would depend on how the threshold score was set. Where the number of marks per item is small (no more than 5), this approach can yield quite meaningful data, but as the mark-scale becomes longer (and thus the number of items becomes smaller) this approach is less and less satisfactory.

Differential item functioning analyses

As noted earlier, the fact that males have higher marks than females in a particular school is not necessarily evidence of bias. For the same reason, if the facility index for a particular item in a test for the males in a particular school is higher than that for females, it does not necessarily mean that the item is biased against females. It could be that the boys know more about that domain. To distinguish the two cases, it is conventional to use the term differential item functioning to describe a situation where the facility indices for two groups are different on a particular item, and to reserve the term bias for those situations where groups of students who are equally good at the skill that the question is meant to measure get different marks (see Holland & Wainer, 1993 for a definitive treatment).

Consider an item from a science test which is answered correctly by 120 out of the sample of 158, and on which the overall performance of the students on the test was graded from level 3 to level 6. Of the 158 candidates, 53 were awarded level 6, 36 were awarded level 5, 40 were awarded level 4 and 29 were awarded level 3. We can go further and classify those getting the answer wrong and right at each level according to whether they are male or female. This is gives the 2x2x4 contingency table shown in figure 7.

As can be seen, there is an unsurprising tendency for students awarded the higher levels to be more likely to answer the item correctly. However, there is also a marked tendency at each level for girls to do less well than boys. Because we are looking at this data level by level, we can (largely) discount explanations such a predominance of higher achieving boys in the sample. Moreover, a statistical test of this pattern (Mantel-Haenszel, see Holland & Wainer, op cit) shows the difference between boys and girls to be highly significant (p<.001). [image: image7.wmf]
Figure 7: cross-tabulation of females’ and males’ responses to an item on a science test

Of course, by themselves, such findings are of more interest to item developers than to schools. However, if the extent of differential item functioning within the national cohort were also given, schools would be able to investigate whether the patterns in their school were representative of the national trends or not. Even where the patterns are consistent with the national picture, schools may still find it unacceptable that females or particular ethnic minorities do systematically less well on certain items, and want to investigate possible courses of action. However, given the sensitivity and technical difficulties of producing national normative data for ethnic minorities, it seems prudent that national norms provided for comparative purposes should be restricted to proportions of males and females answering each item correctly in the national cohort, stratified by overall level awarded.

Diagnostic analysis for individual students

The item analyses discussed above look at performance on individual items by cohorts of students, and the whole-subject-score analyses described earlier can be thought of as the performance of individual students on cohorts of items. Much richer analyses are possible if we examine individual item-responses for individual students. The detailed pattern of item-responses for each student creates what might be regarded as an agenda for future action by the teacher, but the strength of this data—that it is related to an individual student—is also its weakness. If the response patterns of all students are the same, then we just end up with a copy of the facility indices, and if the response patterns of the students are different, then this suggests a different course of action needs to be taken by the teacher for each student, which is clearly impractical in most teaching situations. Fortunately, it is rarely the case that every student’s response pattern is different from every other response pattern: teaching is challenging because students are so different, but it is only possible because they are so similar!

One of the most important regularities in students’ responses is that on well-designed tests, their responses can often be said to ‘scale’. The essence of scaling is that we expect that students who answer (say) exactly three items on a six-item test would get the easiest three items correct.

Figure 8 gives a hypothetical set of item responses by 20 candidates to a six-item test. The columns (items) have been arranged in increasing order of item difficulty (as found by the students), and the rows (students) have been arranged in decreasing order of total score (this is quite easily achieved with a spreadsheet package such as Excel).

[image: image8.wmf]
Figure 8: hypothetical pattern of responses by 20 students on a six-item test

Guttman (1944) defined an ideal response pattern for items as one in which, apart from in the marginal entries, all ones have ones above them and to their left, and all zeroes have zeroes below them and to their right. In other words, it would be possible to draw a (not necessarily straight) ‘contour-line’ across the matrix so that all the entries above and to the left of the line were ones, and all the entries below and to the right of the line were zeroes.

The example in figure 8 has many departures from perfect ‘scalability’ (termed ‘errors’ by Guttman). A natural approach to analysing the degree of response consistency is to establish the proportion of errors. However, this is problematic, because there are different ways of defining, and thus rectifying, the errors. For example, student 6 above can be regarded as having two errors (the responses to items 4 and 5) or just one (the response to item 6). Alternatively, the errors can be counted by assuming that the student’s total is correct, so that student six, with a total score of four, should have answered only the easiest four items correctly (this was the approach adopted by Guttman). Broadly the approaches to defining the degree of scalability are of three types:

•
those that analyse scalability in terms of item-behaviour (ie looking vertically)

•
those that analyse scalability in terms of student-behaviour (ie looking horizontally) 

•
those that analyse scalability both in terms of item-behaviour and in student-behaviour.

Taking Guttman’s approach first, we can see that, students 1, 2, 3, 9, 12, 13, 15, 16, 17, 18, 19 and 20 in figure 8 would all be regarded as responding consistently, answering questions correctly ‘from the bottom up’ while students 4, 5, 6, 7, 8, 10, 11 and 14 each contribute two ‘errors’. Guttman defined a response matrix as being reproducible to the extent that the patterns of responses could be determined from student scores or the items difficulties. The coefficient of ‘reproducibility’ is the proportion of error-free responses in the matrix, so that:


[image: image9.wmf]
(1)

where e is the total number of errors in the table, n is the number of students and k is the number of items. Here the value of the coefficient of reproducibility is 0.87 (ie 104/120).

However, while this coefficient of reproducibility reaches unity when there are no errors, the lower bound is not zero. In fact an upper bound for the number of errors is given by summing over all items the smaller of the number of zeroes and the number of ones in the column for that item. In our example, the maximum number of errors is therefore 5 + 9 + 10 + 9 + 6 + 2 = 41, so that REP cannot be less than 0.66 (ie 79/120).

Menzel (1953) defined the coefficient of scalability as the ratio of actual improvement over minimum scalability, compared to the maximum possible improvement. Using the definitions of REP and Min[REP], this simplifies to:


[image: image10.wmf]
(2)

so that the table above has a coefficient of scalability of (41-16)/41 = 0.61.

Sirotnik (1987 p51) suggests as guidelines that values of at least 0.9 for the coefficient of reproducibility and 0.6 for the coefficient of scalability are required before one can infer reasonable scalability.

The ‘vertical’ and ‘horizontal’ perspectives described above are combined in the ‘Student-Problem’ or ‘S-P’ technique developed by Sato and others in Japan (McArthur, 1987). The essence of the S-P technique is that two curves are superimposed on the ordered student-by-item matrix, the S-curve corresponding to expected ideal scaled pattern of responses based on the student scores, and the P-curve corresponding to expected ideal scaled pattern of responses based on the item scores or facilities. The two curves, superimposed on the matrix from figure 8 are shown in figure 9.

 Intuitively, the departure from perfect scalability is represented by the area between the two curves in the S-P technique, while the Guttman approach is simply to total the number of zeroes above and ones below the S-curve.

A variety of indices have been proposed for evaluating the extent of the departure from scalability, and these are discussed by Harnisch and Linn (1981), but most of the proposed indices are rather complex, and are likely to be of more interest to item developers than teachers. As Haladyna (1994 p169) notes, a simple count of zeroes to the left of the S curve (or, equivalently, of ones to the right) provides an adequate means for identifying students with unusual response patterns. The application of this technique can be illustrated by application to sample data collected in the development of the 1995 national curriculum science test for 14-year-olds.

[image: image11.wmf]
Figure 9: hypothetical pattern of responses showing S and P curves

The data-set consists of the scores of 159 students on 19 constructed-response questions, some of which are polytomously scored. In order to get a matrix of dichotomous scores, students were regarded as having achieved the item if they attained a threshold score that had been determined by subject experts as indicating a minimal acceptable response to the item (in practice this was, in most cases, between half and one-third of the available marks).

The rows of the matrix were arranged in decreasing order of student total score, and the columns were arranged in increasing order of item difficulty. The coefficient of reproducibility was found to be 0.92 and the coefficient of scalability was 0.64, indicating a satisfactory degree of scaling.

Out of the total of 159 students, only 11 had the ‘idealised’ response pattern, 70 had one non-scaling response and 63 had two. Just 13 students had three non-scaling responses and only two students had four. For this dataset there is an obvious choice of a dividing line between those whose responses can be considered to scale and those whose do not: those with three or more non-scaling responses can be regarded as unusual and those with two or less would not. However, in general, it is not possible to set a pre-defined proportion as defining students whose performance deserves particular attention. This will, in part depend on how well the test scales, and how the marks of the candidates are distributed (candidates with extremely high or low marks will tend to have less non-scaling responses for obvious reasons). However, it will also depend on how much time the teacher is prepared to devote to investigating and to remedying specific student difficulties. A study of junior school teachers in Germany found that just knowing about students’ strengths and weaknesses was not associated with higher achievement unless the teacher had a range of teaching strategies with which to act on this information (Helmke & Schrader, 1987). In other words, there is no point generating data unless you can do something with it. For this reason, it is important that any software first tallies the frequencies of numbers of non-scaling response, and presents this to the user, before asking for what proportion of students the diagnostic data should be produced.

The important point about such analyses is that they focus attention on students whose responses are unusual. The students whose response patterns scale have learnt skills and knowledge in the same order as the majority of the rest of the class or the school. For them, their priority is to move onto the more difficult material. However, the students with non-scaling response patterns are getting wrong items which peers of similar overall attainment are getting right. This may be for a variety of reasons (eg because they have idiosyncratic preferred learning styles) but their response patterns indicate clearly that it is unwise to treat them like the other members of the cohort, and special attention and remediation is likely to be needed.

Once the teacher has decided the number of students for whom diagnostic information is to be produced, there are a variety of formats in which it could be produced. The simplest format would be for the items with aberrant responses to be printed out:

The following students had four aberrant responses:

	Pupil
	Unexpected wrong answers
	Unexpected right answers

	Colin MacDonald
	3, 5, 6, 12
	13, 14, 18, 19

	Jane Smith
	7, 8, 9, 11
	12, 16, 17, 18


However, this display does not provide information about how easy the wrongly answered easy items were, nor how difficult the unexpected correctly-answered items were. This is the idea behind the plots developed by Masters & Evans (1986), where a vertical axis represents increasing difficulty, and incorrect items are marked on one side and correct items marked on the other. While giving information about the extent to which a student has correctly answered difficult questions, and failed to answer correctly easy questions, such a plot does not provide detailed diagnostic information, particularly as to the nature of any specific weaknesses. This can be partly addressed if we can make use of any sub-domains that can be identified. If we assume for the purposes of illustration that questions 7, 9, 10, 15, 16, 17, 18 relate to sub-domain 1, questions 1, 2, and 3 relate to sub-domain 2 and questions 3, 4, 5, 6, 8, 11, 12, 13, 14, 19 relate to sub-domain 3, then we can introduce a second dimension to the plot developed by Masters and Evans, which we might term a two-way diagnostic plot, an example of which, for one of the two students discussed above (Colin MacDonald) is shown in figure 10.

In this plot the vertical axis represents increasing difficulty. This could be measured using item response parameters, but because the emphasis is on students whose responses are different from the rest of the class or year-group, a local measure of difficulty would be more appropriate. For this reason simple facility for the cohort within the school is used as a measure of difficulty. The S-P technique is quite robust for small numbers of students, and since statistical significance is not required, there should be no difficulty in identifying unusual response patterns in groups as small as ten or fifteen students.

Item 10 (which we are assuming was related to sub-domain 1) was correctly answered by 97% of the sample, and is therefore marked almost at the bottom of the plot, in the column for sub-domain 1. Item 6 (sub-domain 3) was slightly harder, being answered correctly by 90% of the sample, and so it is shown one tenth of the way up the difficulty axis. 

All 19 items are plotted in this way (this part of the plot will be the same for all candidates in the school), and, for Colin’s diagnostic plot, the horizontal line is drawn above the 14 easiest items, because Colin got 14 items correct in total. A perfectly-scaling response would entail answering all items below the line correctly, and all items above the line incorrectly. Because we are interested here in departures from perfect scaling, we place a box around any items below the line answered incorrectly, and any items above the line answered correctly (there will, of course, be an equal number of each). As can be seen, Colin’s responses show that he has answered incorrectly three items from sub-domain 3 that his peers found relatively easy, while he answered correctly three items from the same sub-domain that his peers found difficult. If the teacher of this class has any time to deal with any students on an individual basis, this analysis suggests that Colin should be a priority, and that sub-domain 3 would be a good place to start.

[image: image12.wmf]
Figure 10: two-way diagnostic plot for Colin MacDonald

The diagnostic analyses developed above are applicable only to dichotomously scored items, although, as the example above shows, by setting a threshold score, polytomous data can be ‘made to fit’, provided the number of marks per item is relatively small and the number of items relatively large.

Such an approach is not, however, applicable to subjects (like English) where a paper might consist of a small number of polytomous items. With such small numbers of items, departures from ‘expected’ patterns of performance have to be very large to show up. For example a pilot version of a national curriculum test of English Literature for 14-year-olds was taken by 107 students, with each student’s attempt resulting in 3 scores, one on a scale of 0-25, one on scale of 0-10 and one on a scale of 0-5, with the average for each scale being around 10, 4 and 3 respectively. If we assume that whatever total score a student achieved, the marks should remain in this ratio, then we can establish an ‘expected’ profile given the total score, much as we did for the dichotomous data in the science test above. An analysis of the student profiles shows that of the 107 students, 14 had a profile which differs significantly from the ‘expected’ profile on at least one component, two differed on two components and only one differed on all three. However, since these analyses are at best indicative, rather than statistically rigorous, it seems that, by analogy with the diagnostic plots for dichotomous data, it would be appropriate to ask the user to specify the numbers of unexpected’ or ‘non-scaling’ profiles to be printed out. Rather than a diagnostic plot, the printout in this case would take the form of an expected profile and an actual profile for the selected students.

The development and administration of the questionnaire

Having developed a range of potential forms of analyses, and a structure for their presentation, a preliminary questionnaire was developed. As work proceeded, it became clear that much of the questionnaire would be taken up with explaining what the analyses could do, just so that the reactions of respondents could be sought. This made the questionnaire a very long document, and somewhat forbidding, which could be expected to reduce the response rate. The decision was therefore taken to split the questionnaire into a questionnaire of 4 pages, which made reference to a much larger (28 page) booklet of samples of possible printouts. Care was taken to produce the questionnaire and the sample booklet to a relatively complete stage, since incomplete samples can often elicit adverse reactions. Separate questionnaires and sample booklets were produced for primary and secondary schools, not because the analyses proposed were different, but because it was felt to be important that the samples that respondents encountered in the sample booklets were seen to be relevant to their needs.

The major purpose of the questionnaire was to determine which of the possible forms of analysis schools would find useful. Experience with questionnaires suggests that if respondents are asked “Which of the following would you find useful?”, all possible responses are likely to be ticked. For this reason, respondents were asked to express their preferences by ranking the available options, even though such ranked data is less straightforward to analyse.

The questionnaires and sample booklets were field-tested at two consultation meetings (one for primary schools and one for secondary schools). A total of 15 key users of assessment information (headteachers, deputy headteachers and senior teachers) were invited to each meeting. Since part of the function of the meeting was to discuss how the results of national curriculum assessments might be used in the future, it was not felt appropriate to attempt to gather a representative sample of users, but instead to focus on the ‘leading edge’. Participants were therefore invited on personal recommendations from local authority inspectors and advisers as being people who were aware of current developments in national curriculum assessment, and who had already given thought to some of the issues involved. Due to last-minute difficulties, only 8 of those invited were able to attend the secondary meeting, although 13 attended the primary school meeting.

Participants at these meetings were sent copies of the draft questionnaire and sample booklet beforehand, and the meetings allowed their reactions to the different kinds of analyses to be probed. As a result of the consultation meetings, several changes were made to both the sample booklets and the questionnaires, which then were mailed out at the end of June to a random sample of 300 primary and 200 secondary schools.

In all 131 questionnaires were received by the cut-off date: 68 from the 300 sent out to primary schools (23%) and 61 from the 200 sent to secondary schools (31%), and although the response rate was disappointing, the responses were well-balanced in term of size and type of school. The full details of the responses to the questionnaires can be found in Wiliam (1995)—here only a summary of the results is given.

Two of the respondents (one secondary and one primary) indicated that they found no value in the exercise at all, leaving all responses blank, and stating, in effect, that they saw no value in any analyses of national curriculum tests, since the tests had no validity. All the other schools who replied made some positive responses, although many schools saw little value in some of the analyses offered. Furthermore, the generally low response rate for the whole questionnaire (and the significantly lower response rate from primary schools) makes generalisations to the whole population somewhat speculative. One interpretation of the poor response rate is that only a quarter of schools are interested in obtaining such information from national curriculum tests, tasks and teacher assessment. However, even on this pessimistic assumption, one thousand secondary schools, and five thousand primary schools would be prepared to make some use of such software were it to be produced, suggesting that substantial investment in the development of such software was warranted.

In both primary and secondary schools, diagnostic information was regarded as the most important kind of information. Looking at the performance of individuals within a class, comparing one subject’s results with another, and comparing results from different years were next in priority (with slightly higher emphasis given by primaries than secondaries in all cases). The least popular kind of information was that which compared the performance of different classes—perhaps not surprising in primary schools, where there is typically only one class per cohort, but a potentially significant finding for secondary schools.

In comparisons of different subjects, respondents were evenly split between those who preferred scores to be adjusted to take into account national variations in performance, and those who preferred raw scores, suggesting that both should be made available.

In comparisons of classes, tabular representations were more popular than boxplots, which were, in turn more popular than dotplots. In fact, dotplots gained so little support that serious consideration was given to omitting them from the software specification.

The adjustment of individuals’ scores, produced, not surprisingly, clear differences between secondary and primary schools. All schools emphasised the need to be able to control for prior attainment, with age also considered important. After this, however, primary schools emphasised the length of schooling, while secondary schools emphasised sex. There was little support for controlling for season of birth or ethnicity.

Of the item-level analyses, the diagnostic plots were significantly favoured over the differential-item-functioning (DIF) analyses in secondary schools, with opinion in primary schools evenly divided. Differences between the school and the national cohort were preferred, with sex coming a close second in secondary schools, and a rather more distant second in primary schools. There was also some support for differences between classes, but little interest in investigating differential effects for special needs, ethnicity, or bilingualism.

Finally, and perhaps surprisingly, over one-fifth of the schools (admittedly only one-twentieth of those mailed), and over a quarter of primary schools who responded would be prepared to key in the item-level data themselves, in order to produce the diagnostic and DIF analyses.

Taken as a whole, the responses to the questionnaire gave clear support to the idea of developing software to analyse and present the results of national curriculum assessments and identified which options would be useful to schools and which would not. The major outstanding issue was how the data is to be transferred into a machine readable form. If the analysis is restricted to whole-subject scores, then the data entry is straightforward, but the kinds of analysis possible are quite limited. However, the clear message from the questionnaire responses was that the most valued function that analyses of national test data could fulfil was the provision of diagnostic information on individual students, which requires item level data, and it was apparent that only a small minority of schools would be prepared to enter this data themselves. Where the tests are multiple-choice tests, then capturing the necessary item-level data is straightforward, but where constructed-response questions predominate (as is the case in national curriculum testing in England and Wales), the cost of entering this data will be significant, whether it is done by schools, or by other external markers, irrespective of the method used.

However, the focus groups and the questionnaire did suggest a clear specification for what such a software package should be able to do. A summary of the kinds of analyses are given in the appendix.

Piloting the software

Early in 1996 a contract was awarded to the commercial software developer SIMS to develop and pilot a version of the specified software for use with the mathematics and science tests for 14-year-olds. At the same time, King’s College London’s School of Education was asked to undertake an evaluation of the software pilot. Although most of the features of the software are the same as in the specifications described above and in the appendix, there were some minor differences. Details can be found in Wiliam (1996).

The sample of schools was drawn by identifying five local education authorities (LEAs) for each subject and then asking advisers in each LEA to nominate schools that would be able to participate in the project.

The planned sample was for 80 schools, 40 for mathematics and 40 for science. In addition, it was planned that half the schools would receive optical-mark reader (OMR) forms onto which their students’ item responses had already been coded, while the other half would have to arrange for the OMR forms to be coded themselves (in most cases this was done by the students themselves). The final sample was 81 schools—40 in mathematics and 41 in science.

The software together with an associated user manual was dispatched to the schools, timed in order to arrive at the same time as the students’ scripts were returned towards the end of June. In addition, a ‘Statistics and Data Presentation Guide’ (Wiliam, 1996), prepared for the project by King’s College London, was included in the mailing to schools, in order to assist in the interpretation of the various kinds of analysis available within the software.

In the week beginning 22 July 1996, approximately one quarter of the schools (20 schools in all) were contacted by telephone in order to determine the extent of their progress. At this stage none of the schools contacted had progressed as far as using the software to analyse their own results, although many schools indicated that they were intending to work on the software over the summer break.

During October and November 1996, each of the 81 schools was contacted by telephone in order to ascertain progress. In the end, telephone contact was made with the project co-ordinator in 67 of the 81 (83%) of the schools in the pilot. As a result of these contacts it became clear that only a small number of schools had made any significant progress on using the software. Many schools indicated that they had experienced technical problems with getting the software to run, or intended to work on the software either over the half term holiday or during the second half of the term. For this reason, the draft questionnaire which had been developed during the summer was substantially revised in order to focus in more detail on the areas of difficulty experienced by schools, and the mailing of the questionnaire was postponed for four weeks.

A draft version of the questionnaire was sent to all the pilot schools in one LEA in November, prior to a meeting held there, and detailed discussions were held with representatives from two schools regarding the draft questionnaire. As a result, small changes were made to the questionnaire, and the final version of the questionnaire was mailed out to all 81 schools in the sample in late November, with a requested return date of December 16.

The questionnaire contained 56 questions, approximately half of which required only a ‘yes’ or ‘no’ answer, and was intended to take no more than 30 minutes to complete (although for the majority of schools the completion time was far shorter than this). The remainder of the questionnaire consisted of 5 ‘multiple-choice’ and 24 ‘open-response’ questions.

By the nominated return date, a total of 23 questionnaires had been received, but following intensive telephone follow-up, a further 26 questionnaires were received by the end of January. This sample of 49 is referred to in this paper as the ‘questionnaire sample’. However, the extensive notes derived from telephone contacts with project co-ordinators, particularly during the months of October and November, provide information on most of the material covered in questions in the closed-response items in questionnaire on a further 26 schools giving information on a total of 75 schools in all (the ‘augmented’ sample).

Questionnaire results

There were no significant differences between the schools that did and did not return the questionnaires, either in terms of who marked the OMR forms (ie school or test markers) or subject piloted, although there were some (but not significant) differences between LEAs.

Of the 49 respondents, 7 said that they had not received the materials (although in some cases this appeared to be due to changes in responsibility within the schools—the materials had been delivered to the school). Of the 42 who had received the materials a further 6 did not attempt to install the software for a variety of reasons, ranging from “lack of time” to a concern that the software might interfere with other important software running on the same system. However, all but two of the schools who tried to install the software were successful. Table 1 below reports the quantitative data for the questionnaire sample and, where relevant, the ‘augmented’ sample.

	
	Question 
	
	Questionnaire sample
	
	Augmented sample

	Question
	number
	
	Response
	Positive
	%
	
	Response
	Positive
	%

	Software received?
	6
	
	49
	42
	86%
	
	75
	67
	89%

	Installation attempted?
	7
	
	42
	36
	86%
	
	67
	49
	73%

	Installation successful?
	9
	
	36
	33
	92%
	
	49
	45
	92%

	Item responses coded by school?
	21
	
	21
	14
	67%
	
	25
	16
	64%

	Code-time difference?
	24
	
	12
	8
	67%
	
	14
	9
	64%

	Scan successful?
	29
	
	33
	10
	30%
	
	45
	13
	29%

	Insuperable problems?
	31
	
	26
	15
	58%
	
	35
	24
	69%

	Demonstration data used?
	32
	
	23
	10
	43%
	
	32
	12
	38%

	Software manual used?
	33
	
	27
	26
	96%
	
	
	
	

	Software manual useful?
	34
	
	26
	24
	92%
	
	
	
	

	Statistics guide used?
	36
	
	25
	19
	76%
	
	
	
	

	Statistics guide useful?
	37
	
	20
	19
	95%
	
	
	
	

	Lists/box- or leaf-plots useful?
	39
	
	21
	15
	71%
	
	
	
	

	Frequency graphs useful?
	42
	
	19
	13
	68%
	
	
	
	

	Reverse CF graphs useful?
	44
	
	18
	5
	28%
	
	
	
	

	Sub-domain reports useful?
	46
	
	17
	7
	41%
	
	
	
	

	Facility indices useful?
	48
	
	19
	13
	68%
	
	
	
	

	Significant items reports useful?
	50
	
	16
	5
	31%
	
	
	
	

	Unexpected responses useful?
	52
	
	19
	7
	37%
	
	
	
	

	Diagnostic charts useful?
	54
	
	17
	6
	35%
	
	
	
	


Table 4: summary of responses to dichotomous items in the questionnaire

Of the 33 schools that had installed the software successfully, 17 had received OMR forms that had been coded with the students’ item responses by the test markers. Of the 16 schools receiving blank OMR forms, all but 4 coded their students’ item responses onto the forms. In the majority of cases (59%), the forms were coded by the students themselves. In two schools, the forms were coded by other students, and in the remaining two schools by the teachers themselves.

The median time taken to code the forms was 15 minutes, although this figure should be interpreted with caution since 3 of the 14 schools failed to indicate the time taken to code the forms and those in the ‘augmented’ sample did report longer times. Furthermore, although one of the schools where the forms were marked by teachers did not indicate the time taken to code each form, the other gave a figure of only 2 minutes per form, and the two schools where older students were used to code the forms gave a time of only five minutes per form. Both the median and the mean time taken to code each form where this was done by students was around 17.5 minutes, although in 7 out of the 10 schools where forms were coded by the students themselves, there were significant differences in the time taken to code the forms by the slowest and fastest students. The quickest 20% of students averaged around 10 minutes to code their forms, while the slowest 20% averaged around 30 minutes, and in one school took as long as 50 minutes
. 

A total of 35 schools got as far having coded forms, but three of these schools participated no further, principally due to the time taken to get this far. Of the 32 schools that attempted to scan the forms, only 9 managed to do so without significant problems. Of the remaining 23, 15 encountered such great difficulties as to prevent them making any further progress with analysing their students’ data.

In total, therefore, only 17 schools actually managed to use the software in the way originally intended, although a further 7 schools did undertake analyses using the demonstration data supplied with the software. These 24 schools are referred to collectively as ‘user’ schools.

The data from the phone contacts made in October and November suggests that there are only 2 schools who had made significant progress who did not return the questionnaire. Of the 17 schools who analysed their own data, 10 had their OMR forms coded by the KS3 test markers, and 7 marked their own OMR forms—there is therefore no evidence that the requirement for the schools to mark the forms themselves acted as a disincentive. However, an analysis of these 17 schools by subject reveals that 10 of them were piloting mathematics and only 7 were piloting science, and further that there were only two science schools that marked their own OMR forms. Furthermore, 4 of the 11 ‘user’ schools piloting mathematics were in a single LEA.

Only 20 of the 24 ‘user’ schools completed the section of the questionnaire which dealt with the analyses available within the Diagnostic Software, and their responses are summarised in table 3 below. In the table, the rows (ie schools) have been ordered from most positive to least positive, and the columns (ie questions) have been ordered from most popular to least popular. The entries in the table indicate whether the school found each of the analyses useful (1) or not (0). The significance of the heavy and light lines drawn on table 3 are explained in note 3 on page 22.

	School*
	Q39
	Q42
	Q48
	Q46
	Q52
	Q54
	Q44
	Q50
	Total

	1
	1
	1
	1
	1
	1
	1
	0
	1
	7

	2
	1
	1
	1
	0
	1
	1
	1
	1
	7

	3
	1
	1
	1
	1
	1
	0
	0
	1
	6

	4
	1
	1
	0
	1
	1
	1
	0
	1
	6

	5
	1
	1
	1
	1
	0
	0
	1
	0
	5

	6
	1
	1
	1
	0
	1
	1
	0
	0
	5

	7
	1
	1
	1
	1
	0
	0
	1
	0
	5

	8
	1
	0
	1
	0
	0
	1
	1
	0
	4

	9
	1
	1
	1
	0
	0
	1
	0
	0
	4

	10
	0
	1
	0
	1
	0
	0
	1
	0
	3

	11
	0
	1
	1
	1
	0
	0
	0
	0
	3

	12
	1
	1
	1
	0
	0
	0
	0
	0
	3

	13
	1
	0
	1
	0
	1
	0
	0
	0
	3

	14
	0
	0
	0
	0
	1
	0
	0
	1
	2

	15
	1
	1
	0
	0
	0
	0
	0
	0
	2

	16
	0
	1
	1
	0
	0
	0
	0
	0
	2

	17
	1
	0
	1
	0
	0
	0
	0
	0
	2

	18
	1
	0
	0
	0
	0
	0
	0
	0
	1

	19
	1
	0
	0
	0
	0
	0
	0
	0
	1

	20
	0
	0
	0
	0
	0
	0
	0
	0
	0

	
	15
	13
	13
	7
	7
	6
	5
	5
	


*Schools shown in italics used only the demonstration data

Key: Q39: Lists/box- or leaf-plots; Q42: Frequency graphs; Q44: Reverse CF graphs; Q46: Sub-domain reports; Q48: Facility indices; Q50: Significant items reports; Q52: Unexpected responses reports; Q54: Diagnostic charts.


Table 3: preferences of the 24 user schools for the available analyses

The three most popular analyses, found useful by around two-thirds of the 20 ‘user’ schools responding, were the subject reports (which included lists, boxplots and stem-and-leaf plots)
, the frequency graphs and the facility indices. The other five analyses were far less popular, found useful by slightly less than half as many schools as the more popular analyses. Applying the techniques of Gutman scaling used in the item-analysis to this data, it is clear that most of the responses are accounted for by a ‘natural’ order of popularity amongst the analyses, and a differing interest in the analyses between the schools.

Overall Evaluation

The schools in the pilot sample were not intended to be in any way representative of the whole population of schools. They were deliberately chosen as schools both willing, and likely to be able to participate in a project that required a reasonably high level of familiarity with computer-aided administration systems. Therefore the relatively low proportion (23%) of schools that actually used the software in the way intended must be considered rather disappointing.

However, it is worth noting that a large proportion of the problems arose directly from inadequacies in the equipment available, and such difficulties can be expected to diminish as computer provision in schools improves. Another substantial source of difficulty was attributable to schools’ use of early versions of system software, which can again be expected to improve as users migrate towards Windows-based environments.

The biggest difficulty, and one to which these hardware and software problems contributed, is, of course, time, and it is likely that for many schools the investment of time required in order to use the software effectively is unlikely ever to be justified by the benefits.

However, there were a significant number of schools (over a quarter of those who actually received the software) who managed to install and use the software, and there was no evidence that those who had their OMR forms coded for them by the test markers were more likely to participate or succeed than those who marked their own forms.

Two schools used the software successfully, but did not feel that the time invested was justified by the usefulness of the results, although one of these conceded that this was largely because they already had in place an intensive testing system. The remainder of the schools who used the software to analyse the data were very positive, and almost all the schools who used the software for the analysis of their own students’ results indicated that they would use the software again in 1997, even if the forms had to be coded by the school.

One perhaps surprising result is the speed and the accuracy with which students coded their own forms. Most schools found that the time taken to code the form fitted well within a single lesson, even for lower-achieving students, and the accuracy of their coding appears to be little different from that achieved by the test markers.

Apart from using the software for presentational purposes, there is no doubt that the major use made of the software was for investigating item facilities, and many of the science departments particularly valued the opportunity to compare facilities for individual items with national norms (national norms were not available for the mathematics test). For this purpose, many of the schools found the reports of facilities item-by-item rather too detailed and would have welcomed summaries for related sets of items.

Despite the limited use made of the software by the pilot schools, there appears to be little doubt that the software offers a valuable resource for those schools who are already using information technology to aid administration, and usage can be expected to increase steadily as experience with the software (both within schools, and in LEAs) grows.

Since there was some support for each of the analyses provided in the 1996 pilot software, the specification for the software made available to all schools in England and Wales in 1997 was broadly similar to that on which the 1996 software was based, although a number of small improvements were made. 

Schools in one particular LEA had made extensive use of the software. One school, in preparing for a school inspection, had used the facility indices obtained from the software to identify key topics that it was felt the department had not taught well. On the basis of this data, the department had identified a short-term plan, involving paying greater attention to specific topics, and a long-term plan, which involved revisions to the department’s schemes of work in order address the difficulties.

The software therefore has significant potential to assist schools in identifying aspects of their work in which they are relatively successful, and aspects which might benefit from further development, as well as identifying particular aspects of successful practice within schools (eg which teachers teach which topics well). Since the utility of the software can be expected to improve as schools gain more experience in its use, the evidence collected here suggests considerable long-term benefits for this kind of software.
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�	An earlier version of this paper was presented to the 25th Annual Conference of the International Association for Educational Assessment held at Bled, Slovenia, May 1999.


�	One school in the ‘augmented’ sample reported on the telephone that one class took nearly 100 minutes to code their own forms.


�	Most of the schools who found the Subject reports useful regarded the plain lists as the most useful, with boxplots next most useful and stem-and-leaf plots least useful. In fact only one school who found the subject reports useful did not follow this order of preference. 
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